m;ln lples The counting pr1n01ple s we have studlcd are:

v\w"‘

» Permutations of objects with some alike:

o » The number of different permutations (arrangements), where
U B) " n( A) . n( B) n( AN B). order matters, of a set of n objects (taken n at a time) where 7 of
N A) the objects are identical is
. n!
hmk a t.a.sk into r steps, with m; ways of i
ming step 2 (no matter what I do in step » Consider a set of n objects which is equal to the digjoint union of
"‘_mamr what I do in the previous k subsets, Ay, Ag,. .., Ay, of objects in which the objects in cach
‘&‘ ﬁhQ- ’tagk i S subset A; are ldcntical and the objects in different subsets Aj and
T SO ' Aj, i # j are not identical. Let 7 denotes the number of objects

in set A;, then the number of different permutations of the n
objects (taken n at a time) is

' n!
ac ’Vlty"tb cognmete a task rilral...Tn

r AN IG&R perform aCt.ivity 1 This can also be considered as an application of the technique of
’ h\Iiéﬁn “overcounting” where we count a larger set and then divide.

A Combinations: The number of ways of choosing a subset of (or
- asample of) r objects from a set with n obJects, where order

does not matter, is ]

P(n,r)
C’(mr)ﬁ TR, e r!( r)i

A ﬁNer this was also an applicatmn of tspe echnique qf
| o\‘ sk ting“ \ l ‘ % . o 3




Math 4389 (At wnkoin )
Probability Theory: Counting

The Product Rule:

Suppose a procedure can be broken down into a sequence of m tasks. If

there are n; ways to perform task i, then there are
nn,...n

m

ways to perform the procedure.

Ex: The chairs in an auditorium are to be labeled with an uppercase
English letter followed by a positive integer not exceeding 100. What is
the largest number of chairs that can be labeled differently?
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the set S ={1,2,3,....n}is called the combination of n items taken r at a

time and 1is given by

Permutations:

Def: The number of ways to choose a sequence S;,5,,5;,---S, of distinct

elements of the set S ={1.2,3,...n} is called the r-permutation of n items
and 1s given by

n(n—l)(n~2)...(17—r+1)




Ex: How many different poker hands of five cards can be dealt from a
standard deck of 52 cards?

C(S 2, 9 )



Ex: A group of 30 people have been trained as astronauts to go on the
first mission to Mars. How many ways are there to select a crew of six
people to go on this mission (assuming that all crew members have the

C( 30,6 )

same job)?

Ex: What if the crew of 6 above is split into a captain, a co-captain, and

4 crew members (who each share the same job)?

C(30,6). 6.5



Indistinguishable Objects:

Thm: The number of different permutations of n objects, where there are
n; objects of Type i for i=1,2,3,...,k is given by

n!

n!nt.n!

Ex: How many different strings can be made by reordering the letters of

‘the word SUCCESS? | ——— A Bk 43
"How aboutw 5»1‘;9\1; ) }J\ZJ
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PROBABILITY THEORY /77 | el oueorwn

An experiment is a procedure that yields one of a given set of possible
outcomes.

The sample space of the experiment is the set of possible outcomes.

An event 1s a subset of the sample space.

Def: If S is a finite nonempty sample space of equally likely outcomes,
and E 1s an event, that is £ < S, then the probability of E is

_IE|

Pr(E)= 5




- Complements and Unions:

If S is the sample space for an experiment and E,E,,E, are events, the
following are true:

1. Pr(S)=1

Pr@ 1- Pr

3. Pr(E,UE ):Pr(E )+Pr(E,)-Pr(E,NE,)

L5 ‘\—»/1\__/2

If Pr(E,NE,)=0_then they are said to be disjoint events, and then
- Pr(E, UE,)=Pr(E,)+Pr(E,)
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Ex: A team ¢ ywill be selected from a class of 10 girls and 12

boys.

What 1s the probability that there are 2 girls in this team?

Pagns ) = _CLR) - C(i2,3)
ey C(22,3)

What is the probability that there im girl i the team?

Clio,0- Clty) T <22 Clizgg)

B Cl1¢,5) |
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ﬁzﬁ\ Example: Two points x and y are selected at random in the interval [0,1].
What 1s the probability that the product xy is less than 1/2? ( %7

orta 9 deyred (40
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Independence: = )2: ({«t ) L)’

Def: Two events, E, and E,  are independent if and only 1f

] (=5 ped (
Ex: 5 red balls numbered 1-5 and five purple balls numbered 1-5 are
placed in an urn. Let E be the event that an even number is drawn and let

F be the event that a red ball is drawn. Are these events independent?

P LE) = - = DIF) =z 2= L
E)UA ’%ﬁ -9 PL ) 1O P
Plent) = P eun &red) — =

YL P L) = 1 - g
&Y. PIF) < %5 L= X /



Conditional Probability:

Def: If E, and E, are events, the conditional probability of E, given E, is
given by

, provided Pr(E,)=0

_ 2.2 (e Nz 05 |, YE ne )0l
2’3 = PLE mﬁz)

P (k2




Ex: Twenty marbles numbere 1‘20 re placed n an urn. What 1s the

What 1s the probability that a 3 or 5 is drawn given that a prime number
1s drawn?

?(za(j\ww>: = -




The Law of Total Probability

Law of Total Probability
Suppose that F,F,,F,,...,F are events such that
ENF, =4, wheneveri# jand FUF,UF,U..UF, =S

Then for any event E,
Pr(E) =Pr(E | F,) Pr(F,) +Pr(E | F,) Pr(F,) +...+ Pr(E | F,) Pr(

F)




Ex:

An auto insurer classifies its policyholders as either average or
substandard risks. Ass % of the policy holders are average risks.
During the year,(1% of the average riskshave an accident, and 5% of the
substandard risks have an accident. What fraction of policyholders are
mvolved in an accident during the year?




A binomial random variable, X, represents the number in .
independent trials, where the probability of success on an individual ma}
is p. (For example: The number of heads obtained duri

ing 10 coin flips.)

Conditions under which X is binomial:

1. There are » “trials,” and # is fixed before the trials begin.

2. Each trial results in either a “success” (S) or a “failure” (F).

3. The trials are independent (th
influence the ot

e outcome of one trial does not
tcome of any other trial.

4. The probability of success, Pr ( S ) = P, is constant from trial to
trial.
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| A random vaﬁable ){ is rsaid 'td have a bino'u ai dis b ﬁnﬂ w1th

where n is a positive mteger and p 1s a number in the interval [0,1].

For a binomial random variable, X, with parameters » and p

E[X] = np, and Var(X} = mp(l_p)
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Example: A fair die is rolled 6 times, What is the probability of getting

a Exactl nzb Svceery - B %0/3 |
> - s S

e a2 — | T A 2
b)Noimere tham 2 fives? U= Jé‘ w\L s
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Example: For a biased coin, the odds of getting heads 1s 3 to 1. If the
coin 1s flipped 10 times. What is the probability of getting at least one

head? . .J: 2 oz
Proy | heads ) = - = = -2 =1
s ) 341 & ey
P (LR or 2R or PR or . o ©R)

= 1 - ?(g&;) = - Q(\O/O)a&%(;f,(#)lo

= \— t.¢ L

v




Continuous Variables and Probability density function:

LetXbea continuous random variable. Then, a probability density
function of X 1s a function {(x) such that for any two number with a<=b,

P(a<X gb):} f Ao

~ Properties:

ozfor all x.

Note: P@:l—P(X



Definition: The cumulative distribution function F(x) for a continuous
random variable X is defined by:

F(x)=P(X Sx):Tf(t)dt ?(X < 2)= j LV
=6 0 |

Note: rFix)=fx)
Using F(x):

P(X >a)=1-F(a)
P(a<X <b)=F()—-F(a)



Standard deviation: square root of variance.



Example: A company hires a marketing consultant who determines that
the length of time (in minutes) that a consumer spends on the company’s
website is a random variable, X, whose probability density function is:

ﬂ‘f“, t>0 P(X 2 w) = I - ?(X =109
f®=16 B \/\/\/\__/
— o
O <05 sl S de
What’s the probability that a consumer will spend more than 90 minutes
on the company’s website? io
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Exercise: Let X be a random variable with probability density function
given below. Find the mean of X.

T
f,(0) —QB O<t<2

0, otherwise

F(X) = ﬁk J@Lfc\ dpg _ fh(;%ﬁ‘\ d

= S WJGU‘ ot - ZMMA& O



The € ponent o\ Distobudion

| A random variable X i1s said to have an exponential distribution with
| parameter A if its probability density function is given by |

T

Yoifx>0

0 ifx<0

{ where A is a positive real number.

l If X is an exponential random variable with parameter A, then




Example: Let X be a random variable with probability density function
given below.

(1

— t>0
feO=14"

|0, otherwise

Then, the mean of X is 4 and variance is 16.

e




