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MATH 4377/6308 - Advanced linear algebra I - Summer 2024

Homework 2
Exercises:

1. Mark each statement True or False. Justify each answer.

a) A subset H of a vector space V is a subspace of V if the zero vector is in H.
b) A subspace is also a vector space.

If u is a vector in a vector space V , then (—1)u is the same as the negative of u.
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R? is a subspace of R3.
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) A vector space is also a subspace.
)
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f) If f is a function in the vector space V of all real-valued functions on R and if f(¢) = 0 for

some t, then f is the zero vector in V .

g) If Sis a linearly dependent set, then each vector in S is a linear combination of other vectors
in S.
h) Any set containing the zero vector is linearly dependent.

i) Subsets of linearly dependent sets are linearly dependent.

(a) False. {0,1} C R is a subset of R but it is not a subspace of it.
(b) True. A subspace is also a vector space in its own right.

(¢) True. If w is a vector in a vector space V, then, (—1)u = —u € V.
(d) True. A vector space is also a subspace of itself.

(e) False. R? is not a subset of R3.

(f) False. If The function f(t) =0 for some t, then g+ f # g, in general, so f is not the zero
vector in V.

(9) False. The S = {v,0} is linear dependent, but v is not a linear combination of 0. If S is a
linearly dependent set of two or more vectors, then at least one of the vectors in S is a linear
combination of other vectors in S.

(h) True. The zero vector is contained in the span of any vector
(i) False. {(1,0),(0,1)} is a linearly independent subset of the linearly dependent set {(1,0), (0,1),(1,1)}.

2. (2 points) Determine if the following subsets of R? are subspaces:

a) {(a,b,c) €R?:2a —3c=0}

b) {(a,b,c) ER3:a—2b+c=1}

c) {(a,b,c) €R3:2a =c} = {(a,b,c) €ER3:2a —c=0}

d) {(a,b,c) €R3:2a =>5c and 4b=a+c} = {(a,b,c) €R?:2a —5¢ =0 and 4b —a — c = 0}

(a) This is a subspace. Let v = (a,b,c) and o be a scalar. For v' = av, we have 2aa — 3ac =
a(2a — 3¢) = 0. Also, for w = (a,b,c)+ (a’,b,c) = (a+d,b+V,c+ ), we have

2a+ad)—3(c+)=2a—3c+2d -3 =0.



(a) This is not a subspace. Let v = (a,b,c) and a be a scalar. For v' = av, we have aa — 2ab +
ac = alpha(a — 2b+ ¢) = a. This shows the set is not closed under scalar multiplication.

(¢) This is a subspace. Argument is very similar to (a). Let v = (a,b,c) and o be a scalar. For
v = av, we have 2ca—ac = a(2a—c) = 0. Also, forw = (a,b,c)+(a’, b, ) = (a+d’, b4V, c+),
we have

2@ +d)—(c+cd)=2a—c+2d - =0.

(d) This is a subspace. Argument is very similar to (a). Let v = (a,b,c) and « be a scalar. For
v = av, we have 2aa — Sac = a(2a — 5¢) = 0; we also have 4ab — aa — ac = a(4b —a —¢) = 0.
Also, for w = (a,b,¢c) + (', 0/, )= (a+d,b+V,c+ ), we have

2(a+d)—5(c+c)=2a—5c+2d -5 =0

and
4b+V)—(a+d)—(c+d)=db—a—c+4 —d - =0

. Determine if the following subsets of the vector space of 2 x 2 matrices with real entries are
subspaces:

a) {[Z 3] :a,b,ceR}
b) {[Z Zz}:a,beR}

(a) This is a subspace. Scalar multiplication preserves the properties of the set and the sum of
two triangular matrices is a triangular matriz of the same type.

(b) This is not a subspace. Scalar multiplication does not preserve the properties of the matriz
since a negative scalar will change the sign of the (1,2) and (2,2) entries.

. A real-valued function f defined on the real line is called an even function if f(t) = f(—t) for
each real number ¢. Prove that the set of even functions is a subspace with the usual addition and
scalar multiplication for functions. (You may assume as true that the set of real-valued functions
f defined on the real line is a vector space with the usual addition and scalar multiplication for
functions.)

Clearly multiplication of an even function by a scalar does not affect the event property.

Also, if f and g are even functions, then (f+g)(t) = f(t)+g)(t) = f(=t)+g9)(—t) = (f+g)(—1),
so the sum is also an even function.

. Suppose u,...,u, and vy, ..., v, are vectors in a vector space V, and let
H = span(uy,...,up), K =span(vi,...,vp)
Prove that H + K = span(u1, ..., up,v1,...,Vp)

Letz =h+ke H+ K. Since h € H, then there are scalars ay, ..., ap, such that h = >"F_| a;u;;
similarly, since k € K, then there are scalars by, ..., b, such that k = >0, bjv;. It follows



that h + k = Y (au; + biv;) € span(ui,...,up,v1,...,vp). This shows that H + K C

span(ui, ..., Up, V1, ..., Up).

- NP o P
Conversely, span(ui, ..., Up,v1,...,0p) consists of allx = > ;| au;+Y ., bjv; for some scalars
ai,...,ap,b1,...,by. This shows that span(ui, ..., up,v1,...,v,) C H+ K.



