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Abstract. We establish that Hölder observations on certain non-uniformly hyperbolic
diffeomorphisms and on certain hyperbolic systems with singularities exhibit the same
extreme value statistics as iid processes with the same distribution function. Dynamical
systems to which our results apply include Lozi-like maps, hyperbolic billiards, Lorenz
maps and Henón diffeomorphisms. Suspension flows of such systems, including the
Lorenz flow, exhibit the same extreme laws.

1. Introduction

Suppose {Xn} is a stationary stochastic process and define {Mn}, the sequence of
successive maxima by Mn := max{X1, . . . ,Xn}. Analogously, if {Xt} is a continuous time
stochastic process define MT := sup0≤t≤T {Xt}. In order to simplify the discussion we
focus in this introduction on the discrete-time case; the ideas presented for discrete time
have straightforward counterparts for continuous time.

There is a well developed theory [12, 7, 18] assuming {Xn} are independent for the
limiting distribution of {Mn} under linear scaling an(Mn − bn) defined by constants an >
0, bn ∈ R. It is known that there are only three non-degenerate distributions G(x) such
that limn→∞ P (an(Mn − bn) ≤ x) = G(x) (up to location G(x) → G(x + b) and scale
G(x) → G(ax), a > 0, changes). These distributions are called extreme type distributions,
Type I, II or III [12]. We say a stationary process {Xn} satisfies the law of types if, when
under linear scaling the successive maxima {Mn} converge to a non-degenerate distribution
then the distribution is a Type I, II or III distribution. We recall the form of these extremal
distributions:
Type I

G(x) = e−e−x
, −∞ < x <∞.

Type II

G(x) =

{

0 if x ≤ 0;

e−x−α
for some α > 0 if x > 0.

Type III

G(x) =

{

e−(−x)α
for some α > 0 if x ≤ 0;

1 if x > 0.
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If {Xn} is a stationary sequence we let {X̂n} denote the associated stationary, inde-

pendent sequence, that is {X̂n} is independent and X̂1 has the same distribution as X1.
For x ∈ R and sequences an, bn we define un(x) = x

an
+ bn so that P (Mn ≤ un(x)) =

P (an(Mn − bn) ≤ x). For fixed x we will often drop the dependence upon x and write
simply the sequence un. Leadbetter [12] gives two conditions called D(un) and D′(un)
for suitable sequences un which imply that P (an(Mn − bn) ≤ x) → G(x) is equivalent to

P (an(M̂n−bn) ≤ x) → G(x). If {Xn} satisfies condition D(un) then the stochastic process
satisfies the law of types. Moreover it is known that for un = x/an +bn, nP (X0 ≥ un) → τ

is equivalent to P (M̂n ≤ un) → e−τ when D(un) and D′(un) hold, and hence we have a
strategy for determining the extreme type distribution for dependent sequences.

There are, however, no general techniques for proving conditions D(un) and D′(un)
and the latter is usually hard. Collet [2] in an elegant paper used the rate of decay of
correlation of Hölder observations to establish D(un) for certain one-dimensional non-
uniformly hyperbolic maps. Freitas et al [4], based on Collet’s work, in turn gave a
condition D2(un) which has the full force of D(un) in that together with D′(un) it ensures

the equivalence of P (an(Mn − bn) ≤ x) → G(x) and P (an(M̂n − bn) ≤ un) → G(x).
Condition D2(un) is easier to establish in the dynamical setting by estimating the rate
of decay of correlations of Hölder continuous observables or those of bounded variation.
We establish condition D2(un) in this paper for the time-series of certain observations
on non-uniformly hyperbolic diffeomorphisms of a D dimensional manifold modeled by
a Young tower [23]. A main contribution is that we extend Collet’s approach to handle

dynamical systems with stable foliations. We also establish condition D
′
(un) for certain

systems (hyperbolic billiards, Lozi maps, Hénon diffeomorphisms, Lorenz maps and flows)
and hence show that from the point of view of extreme value theory such systems behave
as iid processes.

We now state conditions D2(un) and D
′
(un). If {Xn} is a stochastic process define

Mj,l := max{Xj ,Xj+1, . . . ,Xj+l}.
We will often write M0,n as Mn.
Condition D2(un) [4] We say condition D2(un) holds for the sequence X0,X1, . . . , if for
any integers l,t and n

|µ(X0 > un,Mt,l ≤ un) − µ(X0 > un)µ(Ml ≤ un)| ≤ γ(n, t)

where γ(n, t) is non-increasing in t for each n and nγ(n, tn) → 0 as n → ∞ for some
sequence tn = o(n).

Condition D
′
(un) [12] We say condition D

′
(un) holds for the sequence X0,X1, . . . , if

lim
k→∞

lim sup
n

n

[n/k]
∑

j=1

µ(X0 > un,Xj > un) = 0.

Collet [2] demonstrated a technique involving maximal functions for establishing D′(un)
for one dimensional non-uniformly expanding maps modeled by a Young tower. His ar-
gument relies heavily on the absence of a stable direction and the boundedness of the
derivative and these are obstacles to generalizing his argument. The one-dimensional
feature can be generalized to expanding maps in higher dimension [6].

In this paper we assume T to be a non-uniformly hyperbolic diffeomorphism of a D
dimensional manifold modeled by a Young tower [23] with SRB measure µ and establish
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D2(un) for the process Xn(x) = − log(d(x0, T
nx)). For these systems, if D′(un) can

be verified, then the process has the same extreme value statistics as its associated iid
process, even for more general observations. The following observation is straightforward,
see [5] [10, Lemma 1.3]:

Lemma 1.1. Assume g(x) is a function with a unique minimum value of zero at x0 (we
have in mind the function g(x) = d(x, x0)).

The following are equivalent, where α > 0:

(1) A Type I law for x 7→ − log g(x) with an = 1 and bn = log n;
(2) A Type II law for x 7→ g(x)−α with an = n−α and bn = 0;
(3) A Type III law for x 7→ C − g(x)α with an = nα and bn = C;

We do not have a general method to establish D′(un) for all systems modeled by a
Young Tower, but we identify a class of two-dimensional maps for which the condition
will hold. Our method of proof for D′(un) in these cases is an extension of the argument
in Collet [2] and in the case of Hénon diffeomorphisms uses a result of Melbourne et
al [17] on large deviations. While the condition D2(un) requires only mild assumptions
on the tails of the tower, our method of proof of D′(un) in this paper requires exponential
tails for the Young Tower. We note that Poisson-limit laws for return-time statistics in
the Axiom-A setting have been established by Hirata [9] and in the uniformly partially
hyperbolic setting by Dolgopyat [3]. For recent related work on extreme value theory for
deterministic dynamical systems see [5, 4, 6, 10]. Our results also have implication for the
hitting time statistics for such systems which we describe in Section 1.2.

1.1. Statement of results. Let M be a Riemannian manifold of dimension 2, with
Lebesgue measure m and let T : M → M be a (local) diffeomorphism modeled by a
Young Tower. We will assume in addition to the usual structure of a Young Tower that the
density h of the T invariant SRB measure µ is in L1+σ(m). The Young Tower assumption
implies that there exists a subset Λ ⊂ M such that Λ has a hyperbolic product structure
and that (P1)-(P4) of [23] hold.

By taking T to be a local diffeomorphism we allow the map T to have discontinuities
or its derivative to have singularities. We let S denote the singular set for T (which could
be empty) and let S =

⋃

k T
−kS. The set S will either be a finite set of points or a finite

collection of smooth curves. The following definition specifies the degree of hyperbolicity
we require in the presence of singularities.

Definition 1.1. We say that a local diffeomorphism T is hyperbolic with singularities if
the following hold. Let DTu be the Jacobian restricted to the unstable direction and let
S denote the singularity set (together with its preimages) for T . Then

(1) there exists C > 0 and λ > 1 such that for all x ∈ M \ S and n > 0, |DT n
u (x)| ≥

Cλn.
(2) the derivative DT ∈ L1(µ).
(3) tangent vectors to local unstable manifolds lie in a strict cone with slope bounded

away from 0 and ∞.

Theorem 1.1. Let T : M → M be a two-dimensional (local) hyperbolic diffeomorphism
modeled by a Young tower with exponential decay of correlations. Suppose that T is hy-
perbolic with singularities in the sense of Definition 1.1. Then for µ a.e. x0 the stochastic
process defined by Xn(x) = − log(d(x0, T

nx)) satisfies a Type I extreme value law.
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A central ingredient in the proof of Theorem 1.1 is Theorem 3.1. Applications of
Theorem 3.1 will be considered in Sections 4.2, 4.3 and 4.4 to Lozi maps, hyperbolic
billiards, and Lorenz maps respectively. We will show that the assumptions of Theorem 1.1
hold for these systems but defer the description of the maps and proof to the relevant
sections. We obtain as a corollary:

Corollary 1.1. If T is a Lozi map, a hyperbolic billiard map, or a Lorenz map then for
µ a.e. x0 the stochastic process defined by Xn(x) = − log(d(x0, T

nx)) satisfies a Type I
extreme value law.

We also obtain extreme value laws for the Lorenz equations. We again defer the formal
description to Section 4.4 but as a corollary:

Corollary 1.2. Let Tt : R3 → R3 be the Lorenz flow. Then a Type I extreme value law
holds for the process defined by Xt(x) = − log(d(x0, Ttx)) for µ a.e. x0.

We also obtain extreme value laws for other non-uniformly hyperbolic systems. In
particular we consider the Hénon family of maps T (x, y) = (1−ax2 + y, bx) for a ≃ 2 and
|b| ≪ 1. For a positive Lebesgue measure set of parameters (a, b) ∈ R2 the Hénon family
of maps admit a Young tower with exponential tails (and hence have an SRB measure µ
with exponential decay of correlations), see [23, 1]. In particular it is shown that there
exists a subset Λ ⊂ R2 with a hyperbolic product structure and properties (P1)-(P4) of
[23] hold. In contrast to Definition 1.1 Hénon maps do not admit invariant cone fields and
do not have uniform derivative growth estimates. However we are able to show:

Theorem 1.2. Let T : M → M be a Hénon diffeomorphism modeled by a Young tower
with exponential decay of correlations. Then, for µ a.e. x0, the stochastic process defined
by Xn(x) = − log(d(x0, T

nx)) satisfies a Type I extreme value law.

The proof of Theorems 1.1 and 1.2 will come in two parts. In the first part we verify
condition D2(un), but keep the setting fairly general (we do not restrict to manifolds
of dimension 2). In the second part we verify condition D′(un). This uses ideas from
[2] but the arguments need to be modified in the context of proving Theorem 1.1 due
to the unbounded derivative, see Section 3. To check D′(un) for Hénon maps we need
to establish geometrical control of the unstable manifold (whose closure is the Hénon
attractor). This will be discussed in Section 5. Furthermore a large deviations estimate
is needed to establish control on the derivative growth along typical orbits.

1.2. Relationship to return time statistics. For a diffeomorphism T : M → M pre-
serving a probability measure µ, we may consider hitting and return time statistics as
follows. For a set A ⊂ M , let RA(x) denote the first time j ≥ 1 such that T j(x) ∈ A.
Given a sequence of sets {Un}n∈N, with µ(Un) → 0 then we say that the system has hitting
time statistics (HTS) G(t) for {Un} if for all t ≥ 0

(1) lim
n→∞

µ

(

RUn ≥ t

µ(Un)

)

= G(t).

We say that the system has HTS G(t) to balls at x0 is for any sequence δn ⊂ R+, with
δn → 0 as n→ ∞ we have HTS G(t) for Un = Bδn(x0).

Analogously we say that return time statistics (RTS) G(t) holds for {Un} if we can

replace the measure µ by the conditional measure µUn in equation (1), where µA = µ|A
µ(A) .
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RTS to balls is also defined analogously to HTS to balls.
In [6] an equivalence between extreme value laws and hitting time statistics was obtained

for a dynamical system (M,T, µ) admitting an absolutely continuous invariant probability
measure µ. Hence from [6, Corollary 2] we have the following:

Corollary 1.3. If T is a Lozi map, a hyperbolic billiard map, a Lorenz map or a Hénon
map then for µ a.e. x0 ∈M we have HTS to balls at x0 with limit G(t) = e−t.

Remark 1.1. The techniques we use in this paper assume exponential decay of correlations
and an invariant density in L1+σ for σ > 0. We would like to extend if possible these results
to dynamical systems modeled by a general Young tower, with merely summable return
time function.

2. Condition D2(un).

In this section we let M be a Riemannian manifold of dimension D, with Lebesgue
measure m and let T : M → M be a diffeomorphism modeled by a Young Tower. As in
Section 1.1 we assume that the invariant density h is in L1+σ(m) and there is a set Λ with
a hyperbolic product structure. Define ∆0 := Λ. Let Λ0,i be a countable partition of ∆0.
Let R : ∆0 → N be an L1(m) roof function with the property that

R|Λ0,i := Ri.

Define the Young Tower by

∆ = ∪i,l≤Ri−1{(x, l) : x ∈ Λ0,i}
and the tower map F : ∆ → ∆ by

F (x, l) =

{

(x, l + 1) if x ∈ Λ0,i, l < Ri − 1

(TRix, 0) if x ∈ Λ0,i, l = Ri − 1
.

For convenience, we will refer to ∆0 := ∪i(Λ0,i, 0) as the base of the tower ∆ and denote
Λi := Λ0,i. We define ∆l = {(x, l) : l < R(x)}, the lth level of the tower. Define the map
f = FR : ∆0 → ∆0. We may form a quotiented tower (see [23] for details) by introducing
an equivalence relation for points on the same stable manifold. Much of the analysis for
the statistical properties of the tower in [23] (but not in this paper) is performed on the
quotiented tower, we will merely list the features that we will use.

There exists an invariant measure m0 for f : ∆0 → ∆0 which has absolutely continuous
conditional measures on local unstable manifolds in ∆0, with density bounded uniformly
from above and below.

The tower structure allows us to construct an invariant measure ν for F on ∆ by

defining for a measurable set B ⊂ Λl, ν(B) = m0(F−lB)
R

Λ0Rdm0
and extending the definition to

disjoint unions of such sets in the obvious way. We define a projection π : ∆ → M by
π(x, l) = T l(x). We note that π ◦ F = T ◦ π. The invariant measure µ, which is an SRB
measure for T : M → M , is given by µ = π∗ν. We have assumed (this is not a standard

Tower assumption) that h = dµ
dm ∈ L1+σ(m). W s

η (x) will denote the local stable manifold
through x and Br(x) will denote the ball of radius r centered at the point x. We lift a
function φ : M → R to ∆ by defining, with abuse of notation, φ(x, l) = φ(T lx).

As a consequence of [23, (P2)], there exists an α ∈ (0, 1) and a C > 0 such that
d(T nx, Tny) ≤ Cαn for all y ∈ W s

η (x). In particular, |T kW s
η (x)| ≤ Cαk where | . . . |
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denotes, with abuse of notation, length of a curve in the Riemannian metric. If we define
the set

Br,k(x0) =
{

x : T k(W s
η (x)) ∩ ∂Br(x0) 6= ∅

}

we see that T kBr,n(x0) must lie completely within an annulus of width 2Cαn of the bound-
ary of Br(x0). Hence m(Br,n(x0)) ≤ rDC1α

n. It then follows from Hölder’s inequality that

µ(Br,k(x0)) ≤ C2‖h‖1+σr
Dσ
1+σα

kσ
1+σ

with the right hand side of the inequality independent of the reference point x0. We will
use this observation repeatedly in subsequent proofs.

Henceforth, we will fix a reference point x0 in the support of µ and define a stochastic
process Xn given by Xn(x) = − log d(T nx, x0). We are interested in the distribution of
the maximum of Xn, denoted by

Mn = max{X0,X1, . . . ,Xn}.
We will prove the condition D2(un) [4] for the sequence un = v + 1

D log n.
We define κ(n) to be the rate of decay of correlations of Hölder functions with respect

to the SRB measure µ on the manifold: so that

|
∫

M
φψ ◦ T ndµ−

∫

M
φdµ

∫

M
ψdµ| ≤ κ(n)‖φ‖Lip‖ψ‖Lip

for all Lipschitz φ, ψ : M → R. In fact on a quotiented Young Tower (see Lemma 2.1) we
may use the L∞ norm of ψ in the estimate above if ψ is defined on the quotiented tower
and in general a faster decay rate than κ(n).

We now state the theorem proved in this section:

Theorem 2.1. Suppose there exists an ǫ > D
σ such that n

1+D+ǫ
D κ(

√
n) → 0 as n →

∞. Then the stochastic process (Xn)n∈N satisfies the condition D2(un), namely, for any
integers j, l and n,

(2) |µ ({X0 > un} ∩ {Mj,l ≤ un}) − µ ({X0 > un})µ ({M0,l ≤ un})| ≤ γ(n, j)

where γ(n, j) is nonincreasing in j for each n and nγ(n, jn) → 0 as n → ∞ for some
sequence jn = o(n).

Once condition D2(un) is proved, from [2, 4] we obtain as a corollary:

Corollary 2.1. Let T : M →M be a diffeomorphism modeled by a Young tower satisfying
the hypotheses of Theorem 2.1, let Xn = − log d(x0, T

nx) and un = v + 1
D log n. Then, if

condition D′(un) holds for the sequence Xn

lim
n→∞

P (Mn ≤ un) = e−h(x0)e−Dv
.

Proof of Corollary 2.1. The following facts are evident from [2]. We use the notation of
[4]. Firstly, for any l ∈ N and u ∈ R

l−1
∑

j=0

P (Xj > u) ≥ P (Ml > u) ≥
l−1
∑

j=0

P (Xj > u) −
l−1
∑

j=0

l−1
∑

i6=j,i=0

P ({Xj > u} ∩ {Xi > u}).

Secondly, if t, r,m, s ∈ N, then

0 ≤ P (Mr ≤ u) − P (Mr+l ≤ u) ≤ lP (X > u)
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and
∣

∣

∣

∣

∣

∣

P (Ms+t+m ≤ u) − P (Mm ≤ u) +
s−1
∑

j=0

P ({X > u} ∩ {Ms+t−j,m ≤ u})

∣

∣

∣

∣

∣

∣

≤ 2s
s−1
∑

j=1

P ({X > u} ∩ {Xj > u}) + tP (X > u).

It follows from a measure-theoretic manipulation (see [2]) that

|P (Mn ≤ un) − (1 − pP (X > un))q| ≤ qtP (X > un) + qΓn

where p, q, t are suitable increasing, unbounded functions of n, pq = n, t = o(n) < p and

Γn = pγ(n, t) + tP (X > un) + 2p

p−1
∑

j=1

P ({X > un} ∩ {Xj > un}).

It is clear from Lebesgue’s differentiation theorem that

lim
n→∞

nP (X > un) = h(x0)e
−Dv

µ− a.e.x0 so

lim
n→∞

P (Mn ≤ un) = e−h(x0)e−Dv

provided qΓn → 0. This follows from D2(un) and D′(un).
�

An immediate corollary to Corollary (2.1), using Lemma (1.1) is:

Corollary 2.2. Let T : M →M be a diffeomorphism modeled by a Young tower satisfying
the hypotheses of Theorem 2.1, let Xn = − log d(x0, T

nx) and un = v + 1
D log n. Suppose

D′(un) holds for Xn. Then if β > 0,

(1) A Type I law holds for − log d(T jx, x0) with an = 1 and bn = 1
D log n, i.e.,

lim
n→∞

µ

(

max
0≤j≤n

− log d(T jx, x0) ≤ v +
1

D
log n

)

= e−h(x0)e−Dv

(2) A Type II law holds for d(x0, T
jx)−Dβ with an = n−β and bn = 0, i.e.,

lim
n→∞

µ

(

max
0≤j≤n

d(T jx, x0)
−Dβ ≤ η

n−β

)

= e−h(x0)η
− 1

β

(3) A Type III law holds for C − d(x0, T
jx)Dβ with an = nβ and bn = C, i.e.,

lim
n→∞

µ

(

max
0≤j≤n

C − d(x0, T
jx)Dβ ≤ C +

η

nβ

)

= e−h(x0)(−η)
1
β
.

We start with a lemma that clarifies the role of the rate of decay of correlations κ(n).

Lemma 2.1. Suppose Φ : M → R is Hölder continuous and Ψa,b is the indicator function
1{Xa≤un,Xa+1≤un,...,Xa+b≤un}.

Then there exist constants A1(Φ) and A2(Φ), such that

(3)

∣

∣

∣

∣

∫

ΦΨ0,l ◦ T jdµ−
∫

Φdµ

∫

Ψ0,ldµ

∣

∣

∣

∣

≤ A1

(

e−v

n1/D

)
Dσ
1+σ

α
jσ

2+2σ +A2κ(j)
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Proof. Define the function Φ̃ : ∆ → R by Φ̃(x, l) = Φ(T lx) and the function Ψ̂[j/2],l(x, r) =
Ψ[j/2],l(T

rx). For simplicity of notation we will write [j/2] as j/2. We choose a reference
local unstable manifold W u

η (x̃) and using the hyperbolic product structure, for each point
x on a local stable manifold (lsm) W s

η (x) of the base of the tower ∆0, we choose a reference
point x̂ ∈W u

η (x̃) so that x ∈W s
η (x̂).

We define the function Ψ̃j/2,l(x, r) := Ψ̂j/2,l(x̂, r). We note that Ψ̃j/2,l is constant along

stable manifolds and the set of points where Ψ̃j/2,l 6= Ψ̂j/2,l along stable manifolds is
by definition the set for which there exists an x and y belonging to the same lsm with
T j/2+i(x) ∈ {Xj/2 ≤ un, . . . ,Xj/2+l ≤ un} and T j/2+i(y) /∈ {Xj/2 ≤ un, . . . ,Xj/2+l ≤
un} which is completely contained inside ∪j/2+l

k=j/2B e−v

n1/D
αk which, in turn, is contained

inside the annulus of width 2Cαj/2 around the boundary. Hence ν{Ψ̂j/2,l 6= Ψ̃j/2,l} ≤

C3

(

e−v

n1/D

)
Dσ
1+σ

α
jσ

2+2σ .

By the decay of correlations as proved in [2, 23] (recall Ψ̃ is defined on the Tower
quotiented in the stable direction), we have

∣

∣

∣

∣

∫

Φ̃Ψ̃j/2,l ◦ F j/2dν −
∫

Φ̃dν

∫

Ψ̃j/2,ldν

∣

∣

∣

∣

≤ C4‖Φ‖Lip‖Ψ‖∞κ(j)

where κ(j) → 0 as j → ∞ exponentially or polynomially fast depending on the tails of
the Young tower being exponential or polynomial, hence

∣

∣

∣

∣

∫

ΦΨj/2,l ◦ T j/2dµ−
∫

Φdµ

∫

Ψj/2,ldµ

∣

∣

∣

∣

=

∣

∣

∣

∣

∫

Φ̃Ψ̂j/2,l ◦ F j/2dν −
∫

Φ̃dν

∫

Ψ̂j/2,ldν

∣

∣

∣

∣

≤
∣

∣

∣

∣

∫

Φ̃(Ψ̂j/2,l − Ψ̃j/2,l) ◦ F j/2dν

∣

∣

∣

∣

+ C4‖Φ‖Lipκ(j)

+

∣

∣

∣

∣

∫

Φ̃dν

∫

(Ψ̃j/2,l − Ψ̂j/2,l)dν

∣

∣

∣

∣

≤ C3(sup |Φ|)
(

e−v

n1/D

)
Dσ
1+σ

α
jσ

2+2σ + C4‖Φ‖Lipκ(j).

The proof is complete if we notice that
∫

Ψ0,ldµ =
∫

Ψj/2,ldµ by the µ invariance of T

and that Ψj/2,l ◦ T j/2 = Ψj,l = Ψ0,l ◦ T j .
�

Remark 2.1. The constants A1 and A2 are O(‖Φ‖Lip). We will require, in the proof of the
condition D2(un) that the rate of decay of correlations κ(n) be sufficiently fast.

Proof of Theorem 2.1. We approximate the indicator function 1{X0≥un} by a Lipschitz

continuous function Φ as follows. The set {X0 ≥ un} corresponds to a ball of radius e−v

n1/D

about x0. We define Φ to be 1 on a ball of radius e−v

n1/D −
(

e−v

n1/D

)1+ǫ
about x0 and decaying

to 0 at a linear rate so that on the boundary it takes the value 0. The Lipschitz norm of

Φ is n
1+ǫ
D

e−v(1+ǫ) . Therefore,
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∣

∣

∣

∣

∫

1{X0≥un}Ψj/2,l ◦ T j/2dµ− µ(X0 ≥ un)

∫

Ψj/2,ldµ

∣

∣

∣

∣

≤
∣

∣

∣

∣

∫

(1{X0≥un} − Φ)Ψj/2,ldµ

∣

∣

∣

∣

+ C3

(

e−v

n1/D

)
Dσ
1+σ

α
jσ

2+2σ

+C4‖Φ‖Lipκ(j) +

∣

∣

∣

∣

∫

(1{X0≥un} − Φ)dµ

∫

Ψj/2,ldµ

∣

∣

∣

∣

.

However, the set where 1{X0≥un} differs from Φ is an annulus of inner radius e−v

n1/D −
(

e−v

n1/D

)1+ǫ
and outer radius e−v

n1/D , so

∣

∣

∣

∣

∫

(1{X0≥un} − Φ)dm

∣

∣

∣

∣

≤ C5

(

e−v

n1/D

)D+ǫ

(this follows from the fact that for |r| < 1, rD−(r−r1+ǫ)D ≤ D2((D−1)!)rD+ǫ). Therefore,

∣

∣

∣

∣

∫

(1{X0≥un} − Φ)dµ

∣

∣

∣

∣

≤ C ′
5

(

e−v

n1/D

)

σ(D+ǫ)
1+σ

Combined with the observation that Ψj/2,l ◦ T j/2 = Ψj,l and
∫

Ψj/2,ldµ =
∫

Ψ0,l ◦
T j/2dµ =

∫

Ψ0,ldµ we have

(4) |P ({X0 ≥ un} ∩ {Mj,l ≤ un}) − P ({X0 ≥ un})P ({M0,l} ≤ un)| ≤ γ(n, j)

where

γ(n, j) = 2C ′
5

(

e−v

n1/D

)

σ(D+ǫ)
1+σ

+ C3

(

e−v

n1/D

)
Dσ
1+σ

α
jσ

2+2σ + C6n
1+ǫ
D κ(j).

If we choose jn =
√
n, then nγ(n, jn) → 0 if and only if n

1+D+ǫ
D κ(

√
n) → 0.

�

3. Condition D′(un) for hyperbolic systems with singularities

In this section we establish condition D′(un) for a class of two-dimensional uniformly
hyperbolic maps with stable foliation modeled by a Young Tower with exponential tails.
However we allow for the derivative map of T to have discontinuities or singularities. We
let S denote the singular set for T and S =

⋃

k T
−kS.

Theorem 3.1. Let T : M → M be a two-dimensional (local) hyperbolic diffeomorphism
modeled by a Young tower with exponential decay of correlations. Furthermore suppose
that T is hyperbolic with singularities in the sense of Definition 1.1. Then for µ a.e. x0

the stochastic process defined by Xn(x) = − log(d(x0, T
nx)) satisfies condition D′(un).

The strategy of proof is the following: We first obtain a bound on the conditional
measure µC on an unstable manifold for the set of points that return to a ǫ neighborhood
of themselves in k steps. We then extend this bound to the set of those points that return
to a 1/k neighborhood of themselves before (log k)5 steps. A Borel-Cantelli argument
together with the Maximal Function technique used by Collet is then used to complete the
proof of condition D′(un). It is sufficient to estimate the conditional measure on unstable
manifolds, as µ is defined via the pushforward of the conditional measure on a reference
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local unstable manifold. It helps to read the proof below as if Λi are intervals, though in
certain applications the partition sets will be Cantor subsets of local unstable manifolds.

Define Ei(ǫ) by

Ei(ǫ) :=
{

x : d(T ix, x) ≤ ǫ
}

.

Proposition 3.1. Under the hypothesis of Theorem 3.1

µ(Ek(ǫ)) ≤ O(1)
(√

ǫ+ kη
√
− log ǫ

)

for some 0 < η < 1.

Proof. We fix a reference local unstable manifold (lum) W u
η (x̃) ⊂ ∆0. The conditional

measures on lum W u
η (x) ⊂ ∆0 are related by holonomy along local stable manifolds (lsm)

and the holonomy preserves conditional measure [23, Section 3, Lemma 1].
The partition of ∆0 into sets {Λi} induces a partition of W u

η (x̃), and we will with abuse

of notation denote the elements of this partition also by {Λi}. If we apply TRl−j to T j(Λl)
we land in ∆0 ∩W u

η for some lum W u
η . Because holonomy preserves conditional measure

we will slide along lsm to identify the image with the original lum W u
η (x̃). Equivalently we

could work on a quotiented tower but this would introduce more cumbersome notation.
As in Collet, the idea of proof is to push forward Λl (i.e Λl ∩W u

η (x̃)) to T jΛl for some

j < Rl, considering the intersection of Ek(ǫ) with intervals of monotonicity of T k on a finer
partition induced on T jΛl: we partition into points which have not been separated by the
Tower partition under k forward iterates. We then sum over the pullback to Λl, sum over
j < Rl and finally sum over l. This gives us µ(Ek(ǫ)) by definition of µ.

For a sequence of integers (si) let Λs1,...,sr denote a cylinder set of the partition of

W u
η (x̃) ∩ ∆0 induced by

∨r−1
j=0(T

R)−jP0 such that if x ∈ Λs1,...,sr then R(x) = Rs1 ,

R(fx) = Rs2 and R(f ix) = Rsi for i ≤ r. Note that TRs1+...+Rsr−1Λs1,...,sr = Λsr and

TRs1+...+Rsp Λs1,...,sr = Λsp+1 for p = 1, . . . , r− 1 (under our holonomy identification). For

intervals I of T j(Λl) not separated by the tower under k forward iterates we will write
k = Rl − j + Rs1 + · · · + Rsr − p, where the expression Rs1 + · · · + Rsr − p is a random
variable on T j(Λl) but is constant on such an interval I. The idea is that under T k a point
in such an interval I ⊂ T j(Λl) lies in T pΛsr with p < Rsr i.e. lies in the column above
Λsr but has not been broken by intervening trips up the tower.

Recall that forward images of ∆0 ∩W u
η have tangent vectors lying in an unstable cone.

We will consider the following cases:

(1) |T k(I)| > δ,
(2) |T k(I)| ≤ δ,

(2.a) p >
√− log δ,

(2.a.i) Rl <
√− log δ,

(2.a.ii) Rl ≥
√− log δ,

( 2.b) p ≤ √− log δ.

We will consider first of all the collection of all such sets I with |T k(I)| ≥ δ. (We recall
that | · | denotes arc length measure here). Due to assumption 1 in definition 1.1, we
obtain for some k ≥ k0, |D(T k)u| > m. Thus if I is an interval and J = Ek(ǫ) ∩ I, then
|T k(J)| < C(m)ǫ.

This uses the observation that at the linear level if F is a 1-d smooth map and |F ′
(x)| >

m, then |{x : |F (x)− x| < ǫ}| ≤ 1/(m− 1)ǫ for small ǫ which is the essential idea used by
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Collet. In this setting tangent vectors to T k(I) lie in a cone so |T k(J)| < C(m)ǫ where
C(m) depends on the angle of the cone and decreases in m.

If |T k(I)| ≥ δ then by bounded distortion |J |
|I| ≤ C ǫ

δ . The rest of this argument needs no

modification from [2] in the case |T k(I)| > δ. We have, by bounded distortion, µC(Λl ∩
T−jJ) ≤ C ǫ

δµC(Λl∩T−jI). If we sum over all such disjoint intervals I contained in T j(Λl)

with large image i.e. |T k(I)| > δ then we get a bound of C ǫ
δµC(Λl). Summing over all

j < Rl and over the index l we obtain a bound of C ǫ
δ .

Next we must consider monotonicity intervals I with |T k(I)| ≤ δ. Such intervals arise,
for example, out of frequent chopping with S which in turn prevents them from growing.
We show that this set is small by exponential decay of correlations. Due to the unbounded
derivative we cannot apply [2] directly.

Instead we balance the sums according as to whether the return time R is large (or
small) relative to c(δ) :=

√− log δ. Recall p = Rl − j + Rs1 + · · · + Rsr − k. Note that if
I has not returned to the base then p = Rl − j − k. We consider two cases: p > c(δ) and
p ≤ c(δ).

We note that T k(I) = T k̂Λsr (where k̂ = Rsr − p) or in the case of no returns T k(I) =
T j+k(Λl). Denote by Il,j,s1,...,sr ⊂ T jΛl an interval such that points have the itinerary
Λs1 , . . . ,Λsr under successive returns to the base. We estimate if p > c(δ):

(5) Ek(ǫ) ∩ T j(Λl) =
⋃

Rs1 ,...,Rsr

(Il,j,s1,...,sr ∩ Ek(ǫ)) ⊂ T j(Λl) ∩
(

k
⋃

m=0

T−m({R > c(δ)})
)

,

where in the first union we consider all relevant sequencesRs1 , . . . , Rsr withRl+
∑r

i=1Rsi >

j + k and Rl +
∑r−1

i=1 Rsi < j + k. In the union, we also account for the case Rl > j + k.
We now apply T−j and intersect with Λl to estimate

(6)

Rl
∑

j=0

k
∑

m=0

µC(Λl ∩ T−j−m({R > c(δ)})).

Finally we sum over Λl

(7)
∑

Rl

Rl
∑

j=0

k
∑

m=0

µC(Λl ∩ T−j−m({R > c(δ)})).

We consider two cases Rl > c(δ) and Rl ≤ c(δ). In the following θ will denote the
exponential rate of decay of tails, k(n) = θn, while θi < 1 and Ci > 0, i = 1, 2, will be
generic constants that do not depend on δ or k.
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Consider first the restriction of (7) to Rl < c(δ).

∑

Rl<c(δ)

Rl−1
∑

j=0

k
∑

m=0

µC(Λl ∩ T−j−m({R > c(δ)}))

≤
∑

Rl<c(δ)

Rl−1
∑

j=0

k+c(δ)
∑

m=0

µC(Λl ∩ T−m({R > c(δ)}))

≤ c(δ)
∑

Rl<c(δ)

k+c(δ)
∑

m=0

µC(Λl ∩ T−m({R > c(δ)}))

≤ c(δ)

k+c(δ)
∑

m=0

µC(T−m({R > c(δ)}))

≤ O(1)c(δ)(k + c(δ))µC ({R > c(δ)}).

For Rl > c(δ) we bound the expression in (7) by

∑

Rl>c(δ)

Rl−1
∑

j=0

k
∑

m=0

µC(Λl ∩ T−j−m({R > c(δ)}))

≤
∑

Rl>c(δ)

kRlµC(Λl) ≤ O(1)k
∑

m>c(δ)

mθm

≤ C1kθ
c(δ)
1

We obtain the bound:

∑

Rl

Rl
∑

j=0

k
∑

m=0

µC(Λl ∩ T−j−m({R > p}))

≤ O(1)c(δ)(k + c(δ))θ
√

− log δ + kθ̃
√
− log δ ≤ C2θ

√
− log δ

2 .

(8)

For the case p < c(δ) recall that

|Λ| = T p(T kI)

as p+ k = Rl − j +Rs1 + . . . +Rsr and I makes a full crossing under T p+k.
Therefore, by bounded distortion,

T k(I) ⊂ {x ∈ Λ : |DT (T ix)| > Cδ
−1√

− log δ for some i <
√

− log δ}.
Thus

(9) T k(I) ⊂ Ap := ∪p
i=1T

−i{|DT (x)| > Cδ
−1√

− log δ }.
The measure of the union of such intervals I is bounded by

(10)
∑

Rl

Rl
∑

j=0

k
∑

m=0

µC(Λl ∩ T−j−m(Ap)).
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Recall c(δ) =
√− log δ, We balance the two cases Rl < c(δ) and R ≥ c(δ) as we did for

equation (7). The quantity (10) is bounded by

(11) O(1)c(δ)kAp) + C1kθ
c(δ)
1 ≤ O(1)c(δ)k

√

− log δδ
1√

− log δ +C1kθ
c(δ)
1 .

Note that we have estimated the measure of Ap by using Markov’s inequality. The term
in (11) is then bounded by

(12) O(1)
(

√

− log δk
(

√

− log δδ
1√

− log δ

)

+ kθ̃
√
− log δ

)

= C3kθ
c(δ)
3

Collecting all estimates we get from equations (8) and (12):

(13) µC(Ek(ǫ)) ≤ C4
ǫ

δ
+ C2kθ

c(δ)
2 + C3kθ

c(δ)
3

By choosing δ =
√
ǫ we obtain the following bound for some η < 1:

µC(Ek(ǫ)) ≤ O(1)
(√

ǫ+ kη
√
− log ǫ

)

.

�

We define the set Ek:

Ek = {d(T jx, x) ≤ 1/k for some 1 ≤ j ≤ (log k)5}.
We will use our estimate of µ(Ek(ǫ)) to estimate µ(Ek).

Proposition 3.2. Under the hypothesis of Theorem 3.1, and for k large enough, there

exists η̃ < 1 such that µ(Ek) ≤ η̃
√

log k

Proof. Under the hypothesis of Theorem 3.1 we obtain µ(Ek) ≤
∑(log k)5

j=1 µ(Ej(1/k)). Us-
ing Proposition 3.1 we compute this as:

µ(Ek) ≤ O(1)

(log k)5
∑

j=1

(

√

1

k
+ jη

√
log k

)

≤ η̃
√

log k

for some 0 < η̃ < 1. �

Collecting these results we are now ready to prove Theorem 3.1. The reader will observe
that some estimates we have used in the proof of Theorem 3.1 are worse than the estimates
we obtain in Proposition 3.1 and 3.2. This is so because Theorem 5.1, the non-uniformly
hyperbolic analogue of Theorem 3.1, requires the estimation of these same inequalities,
and the estimates we have used hold for the non-uniformly hyperbolic case also.

Proof of Theorem 3.1. Choose, arbitrarily, a number β ∈ (0, 1) and ρ ∈ (0, β/3) and define
the sets

Fn :=
{

x : µ(B
e−nβ (x) ∩ E

enβ ) ≥ e−2nβ
e−nβρ

}

.

Define the Hardy-Littlewood maximal function Mn as

Mn(x) = sup
a>0

1

Ba(x)

∫

χEn(y)dµ(y).

A theorem of Hardy and Littlewood [16, Theorem 2.19] implies that

µ(|Mn| > c) ≤ ‖χEn‖1

c
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for all c > 0.
Since

Fn ⊂
{

M
enβ ≥ e−nβρ

}

we have
µ(Fn) ≤ ‖χE

enβ
‖enβρ ≤ O(1)(n20βen

βρ
e−α̃nβ/2

) ≤ e−nγ

for some γ > 0. By the Borel Cantelli Lemma, µ(limFn) = 0. Hence for a.e. x there exists

an Nx such that x /∈ Fn for all n ≥ Nx. For any k =
(

1
2 log n

)
1
β ≥ Nx, x /∈ Fk and hence

we see that since for j ≤ (log n)2

{X ≥ un} ∩ {X ≥ un} ◦ T j ⊂ B 1√
n
(x) ∩ E√

n

we obtain

µ({X ≥ un} ∩ {X ≥ un} ◦ T j) ≤ e−(log n)ρ/2ρ

n
.

On summing from j = 1 to (log n)2 and taking limits, we obtain the desired result. �

4. Applications of Theorem 3.1

In this section we consider a range of applications of Theorem 3.1. We first consider Lozi
maps and hyperbolic billiards. These are hyperbolic systems that admit invariant cone
fields, but the derivative map DT is discontinuous or singular. In some of these examples
the corresponding Young Towers are built over partition sets Λi which are Cantor sets.
Hence we must carefully explain how Theorem 3.1 applies as it is written in the interest
of clarity for {Λi} a collection of intervals. We also consider extremal properties of Lorenz
attractors by considering the Lorenz flow as a suspension over a hyperbolic map with a
Young Tower. In each of the following case studies we review the model and then verify
the appropriate conditions of Theorem 3.1.

4.1. Hyperbolic product structures. We recall the definition of a hyperbolic product
structure for a subset Λ ⊂M , see [23].

Definition 4.1. Λ has a hyperbolic product structure if there are families Γu =
⋃

W u
η

and Γs =
⋃

W s
η of local unstable (reps. stable) manifolds with Λ = (∪W u

η )∩ (∪W s
η ). Each

W u
η ∈ Γu crosses transversally each W s

η ∈ Γs (and vice versa) and dim(W u
η ) + dim(W s

η ) =
dim(M).

Given Λ, a s-sublattice Λ′ ⊂ Λ is a subset of the form Γu ∩ Γ̃s with Γ̃s ⊂ Γs. Similarly
a u-sublattice of Λ is a subset of the form Γ̃u ∩ Γs with Γ̃u ⊂ Γu.

We assume properties (P1)-(P4) of [23] hold. Briefly, these properties imply the exis-
tence of a countable Markov partition PΛ of Λ into s-sublattices {Λi} with return time
function R : PΛ → N such that TRiΛi ⊂ Λ (with bounded distortion) and TRiΛi is a
u-sublattice.

In the setting of Lozi maps and hyperbolic billiards the partition sets Λi are Cantor
sets. The base ∆0 has a f := FR invariant measure m0. The invariant measure m0 on
∆0 induces conditional measure µC on W u

η ∈ Γu which is the restriction of an absolutely
continuous measure with density bounded above and below. The holonomy along stable
manifolds in Γs preserves the conditional measures. The measure ν is defined on a set
A ⊂ ∆l by ν(A) = m0(F

−lA)/
∫

∆0
Rdm0 which defines an F invariant measure on ∆.
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For our examples m0(R > n) ≤ θn for some θ < 1. There is a projection π : ∆ → M
given by π(x, l) = T lx. The T invariant SRB measure µ is given by µ(B) = ν(π−1B) for
measurable sets B ∈M .

4.2. Lozi-Like Maps. Let R = [0, 1] × [0, 1] and T : R → R be a continuous injective
map. Assume that some iterate of T maps R into its interior and that there is a finite set
S such that T is a C2 diffeomorphism on R where R = R \ (S× [0, 1]). We further assume
that T expands horizontally more than it folds and that horizontal expansion dominates
the action of DT on vertical vectors.

Specifically, we assume that if T = (T1, T2) then

(14) inf

{(∣

∣

∣

∣

∂T1

∂x

∣

∣

∣

∣

−
∣

∣

∣

∣

∂T1

∂y

∣

∣

∣

∣

)

−
(∣

∣

∣

∣

∂T2

∂x

∣

∣

∣

∣

+

∣

∣

∣

∣

∂T2

∂y

∣

∣

∣

∣

)}

≥ 0

(15) inf

{∣

∣

∣

∣

∂T1

∂x

∣

∣

∣

∣

−
∣

∣

∣

∣

∂T1

∂y

∣

∣

∣

∣

}

= u > 1

(16) sup

{ |∂T1/∂y| + |∂T2/∂y|
(|∂T1/∂x| − |∂T1/∂y|)2

}

< 1

and

(17) ∃N ∈ N : uN > 2 and T kS ∩ S = ∅∀1 ≤ k ≤ N.

Lozi maps are given by the map T (x, y) = (1+ by−a|x|, x). It is first shown in [22] that
Lozi-like maps have an invariant SRB measure. The tower that Young constructs for the
Lozi map [23] has exponential tails for the return time function R.

Verification of Hypotheses of Theorem 3.1. We will show that Lozi-like maps are hyper-
bolic with singularities in the sense of Definition 1.1. For these maps there is a strict cone,
hence Condition (3) is satisfied, Condition (1) follows from uniform hyperbolicity and as
DTu is integrable Condition (2) holds.

4.3. Hyperbolic Billiards. Our treatment and notation follows Young [23]. Let Γ =
{Γi, i = 1, . . . , k} be a family of pairwise disjoint, simply connected C3 curves with strictly
positive curvature. We consider billiards on the domain T2 \ Γ. We assume the finite
horizon condition, namely, that time between successive collisions is bounded. This is
equivalent to the existence of an upper bound on the number of successive tangential
collisions of any billiards trajectory with the family of scatterers Γ. We take M := Γ ×
[−π

2 ,
π
2

]

and let T : M →M be the Poincaré map.
We note that the authors in [23] restrict their verification of assumptions (P1)-(P5) in a

metric called the p metric. The proof of Theorem 3.1 is written with the Euclidean metric
in mind, but it adapts to the p metric as we show in this subsection.

Verification of Hypotheses of Theorem 3.1. We illustrate that the hyperbolic billiards
map is hyperbolic with singularities (Definition 1.1). Hypothesis 1 is immediate in the
p-metric due to the uniformly hyperbolic nature of the billiards map. The billiard maps
are known to admit an invariant cone field, see for example [23, 11, 13]. Further, |DTu|p
is integrable with respect to the invariant measure µ because |DTu(x)|p ≈ 1

d(x,S) where S

is the singularity set for T , S = ∪iΓi × {±π
2 }. We let | · | denotes the Euclidean distance
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in the (r, θ) co-ordinates. Since the density of the invariant measure is dµ = c cos(θ)drdθ,
we note that

‖DT‖µ
1 ≈

∫

r

∫

θ∈[−π/2,π/2]

∣

∣

∣

∣

cos(θ)

θ − π
2

∣

∣

∣

∣

dθdr <∞

and hence |DTu|p is integrable. Hyperbolic billiards therefore satisfy all the hypotheses
of our theorem. It remains to show that the proof does not change by working with the
p-metric.

First note that in [23] |v|p ≤ |v| (the inequality is given as |v|p ≤ |v| but C may be taken

to be 1). In Proposition 3.1 we note that uniform hyperbolicity gives us |DT k
u |p > m for

any m for large enough k independent of x. This gives us |DT k
u | > m for the same values

of k for any x ∈ I where I is an interval of monotonicity obtained by the partitioning of
T j(Λl) by iterating up till time Rl − j + Rs1 + · · · +Rsr . Using the Collet 1-d argument,

we have that |Ek(ǫ)∩ I| < C̃(m)ǫ and so |Ek(ǫ)∩ I|p < C̃(m)ǫ. Since [23] verifies bounded
distortion for the p metric, the argument involving partition intervals with the property
|T k(I)|p > δ goes through unchanged in terms of the p-metric.

Next note that the bounded distortion estimates are with regard to the p metric. The
conditional measure µC in equation (7) is in terms of the pmetric. However, our arguments

remain unchanged up to equation (8). If I is such that |T k(I)|p < δ, then |T k(I)| ≤
√
δ.

Since |Λ| = |DTP (DT k(I))| for p = Rl − j+Rs1 + · · ·+Rsr − k, we can continue to argue
as above with the estimates in equation (9) being replaced by

(18) T I ⊂ Ap := ∪P
i=1T

−i
{

|DP | > δ
−1

2
√

− log δ

}

.

Since Ap ⊂
{

|DT |p > δ
−1

2
√

− log δ /C
}

, the estimates in equation (11) and equation (12) go

through with the obvious changes.

4.4. Lorenz attractors. In this section we consider Lorenz maps and geometric Lorenz
flows. The Lorenz equations

ẋ = 10(y − x), ẏ = 28x− y − xz, ż = xy − 8

3
z,(19)

were introduced in 1963 by Lorenz [14], as a simplified nonlinear model for the weather.
The mathematical study of these equations began with the geometric Lorenz flows, see
[8, 21] which were shown to possess a strange attractor with sensitive dependence on initial
conditions. Statistical properties of the actual Lorenz equations (19) were established in
[19, 20]. It was proved that the attractor supports an SRB measure with positive Lyapunov
exponents.

To establish extreme limit laws for the Lorenz equations we first consider the geometrical
model. Let 0 be an equilibrium for a smooth (at least C1+ǫ) flow Tt on R3. For the
corresponding vector field Z : R3 → R3 suppose that the eigenvalues of (DZ)0 are real
and satisfy

λss < λs < 0 < λu and λu > |λs|.(20)

We choose coordinates (x1, x2, x3) so that (DZ)0 = diag{λu, λss, λs} and suppose that
the flow Tt is C1+ǫ-linearizable in a neighborhood of 0. After rescaling, we may suppose
that the flow is linearized in a neighborhood of the unit cube. Define the cross-sections
M = {(x1, x2, 1) : |x1|, |x2| ≤ 1}, M ′ = {(1, x2, x3) : |x2|, |x3| ≤ 1}. The Poincaré map
T : M → M (where defined) decomposes into T = T2 ◦ T1 where T1 : M → M ′ and
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T2 : M ′ →M . Write T (x) = Th(x)(x) where h : M → R+ is the first return time to M . It
can then be shown that (see [15]) for β = |λs|/λu ∈ (0, 1) and β′ = |λss|/λu > β we have

T1(x1, x2, 1) = (1, xβ′

1 x2, x
β
1 ), and h(x) = −λ−1

u log |x1| + h0(x) where h0 ∈ Cβ(M).
T : M →M has the following properties:

(A1) There exists a compact set N ⊂ M such that N \ W s(0) is forward invariant
under T . There exists an attracting set Λ =

⋂

n≥0 T
n(N) with T | Λ topologically

transitive.
(A2) On N there exists an invariant cone field Cu which is mapped strictly inside itself.

That is for all x ∈ N , DT (x)Cu(x) ⊂ Cu(T (x)).
(A3) There exists C > 0 and λ > 1 such that for all v ∈ Cu(x), x ∈ N , we have

|DT n(x)v| ≥ Cλn|v|, ∀n ≥ 0.

The map T has a stable foliation, see [19]. That is, there exists a T -invariant C1+ǫ

foliation into stable leaves (including the singular leaf W s(0) ≡ {x1 = 0}), and a constant
λ0 ∈ (0, 1) such that for all x, y in the same leaf and all n ≥ 1, |T nx−T ny| ≤ Cλn

0 . Taking
the quotient along stable leaves, a C1+ǫ one-dimensional expanding map is obtained with
a singularity at 0. This process can be reversed to recover the Lorenz flow Tt (with stable
foliation corresponding to that of the stable foliation for T ). This gives rise to a geometric
Lorenz flow which we define as a three-dimensional flow with an equilibrium satisfying the
eigenvalue conditions (20), and a return map T : M →M satisfying (A1), (A2) and (A3).

Verification of Hypotheses of Theorem 3.1 for Lorenz maps. It suffices to check that T :
M → M satisfies the conditions of Definition 1.1. The hyperbolicity assumptions (A1),
(A2) and (A3) of T ensure that Conditions (1) and (3) of Definition 1.1 are satisfied. The
map T : M →M can be modeled by a Young tower with exponential tails.

Condition (2) of Definition 1.1 follows from the fact that the density for the Lorenz map
is in L∞ and DTu(x) ≈ |x|α + g0(x) (−1 < α < 0 and g0(x) continuous and bounded) and
hence DTu is integrable with respect to µ.

4.4.1. Lorenz flows. We now consider limit laws for Lorenz flows. For the map T : M →
M described above we can first regard the geometric Lorenz flow as a suspension flow
Tt : Mh →Mh with Tt(x, u) = (x, u+ t)/ ∼ where the equivalence is (x, h(x)) ∼ (T (x), 0)
and Mh = {(x, u) ∈ M × R, 0 ≤ u < h(x)}/ ∼. The flow Tt admits an ergodic measure
µh = µ× Leb/h with h =

∫

X hdµ < ∞. To analyze extremes we consider an observation

φ : Mh → R with a unique logarithmic singularity at (x, u) = (x0, u0). We assume that φ
is continuous on R3 except possibly at (x0, u0). For the base transformation T : M →M
we consider observations Φ : M → M by maximizing φ over each fiber, namely Φ(x) =

max0≤u<h(x) φ(x, u). Given φ we define Mφ
T : Mh → R by

φT (x, u) := max{φ(Tt(x, u)) | 0 ≤ t < T}.
For the suspension flow on Mh we let dM denote the Riemannian metric on M and define
the (local) metric dMh on Mh by

(21) dMh((x, u), (y, v)) =
√

dX(x, y)2 + |u− v|2.
By [10, Theorem 2.5], the following result holds.

Theorem 4.1. Let Tt : Xh → Xh be the suspension of the geometric Lorenz flow. Con-
sider a measurable observation φ : Mh → R with unique maximum at (x, u) = (x0, u0).
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Suppose in a neighborhood of (x0, u0), φ(x, u) = − log dMh((x, u), (x0, u0)). Then for µh

a.e. (x0, u0) ∈Mh:

µh{(x, u) ∈ R3 : φT (x, u) ≤ v + log
(

⌊T/h⌋
)

} → exp{−ρh(x0, u0)e
−v}, (T → ∞).

where ρh is the density of µh.

The geometric Lorenz flow Tt : R3 → R3 is at least C1 and the Poincaré section M ⊂ R3

is a smooth transverse cross-section of the flow. To relate the geometric flow on R3 to
that on Mh there is a projection π : Mh → R3, (x, t) 7→ Tt(x), which is a local C1

diffeomorphism. The invariant measure µh on the suspension Mh then determines a Tt-
invariant measure µ on R3 by µ(A) = µh(π−1A) for measurable sets A. We let ρµ denote
the density of µ. As a corollary:

Corollary 4.1. Let Tt : R3 → R3 be the geometric Lorenz flow. Consider an observation
φ : R3 → R, continuous except at x0, with unique maximum at x0 ∈ R3. Suppose in a
neighborhood of x0, φ(x) = − log d(x, x0). Then for µ a.e. x0 ∈ R3:

µ{x ∈ R3 : φT (x) ≤ v + log
(

⌊T/h⌋
)

} → exp{−ρ̃(x0)e
−v}, (T → ∞).

5. Condition D′(un) for non-uniformly hyperbolic systems

In this section we show that D′(un) holds for a class of diffeomorphisms that are non-
uniformly hyperbolic. The main application is to the Hénon family of maps T (x, y) =
(1−ax2 +y, bx) for a ≃ 2 and |b| ≪ 1. For a positive Lebesgue measure set of parameters
(a, b) ∈ R2 it is shown in [23, 1] that there exists a subset Λ ⊂ R2 with a hyperbolic product
structure and properties (P1)-(P4) of [23] hold. Moreover the partition sets Λi ⊂ Λ are
s-sublattice Cantor sets which consist of points whose orbits satisfy a slow recurrence
to a critical set. Geometrically, the Hénon maps admit no invariant foliations of stable
and unstable leaves. However the partition sets Λi have a good geometry in the sense
of having uniform derivative growth estimates and bounded curvature estimates up until
time of separation on the tower.

To keep the setting fairly general, we will consider non-uniformly hyperbolic systems
with a Young Tower that satisfy (P1)-(P4). However we need to control the geometry
of stable and unstable manifolds. To state the next definition we consider a sequence of
integers (si) and let Λs1,...,sr denote the s-sublattice cylinder set of

∨r−1
j=0(T

R)−jΛ with

TR1+...+Rsi Λs1,...,sr ⊂ Λ, i < r, a u-sublattice. In particular TRs1+...+Rsr−1Λs1,...,sr = Λsr

and TRs1+...+Rsp Λs1,...,sr = Λsp+1 for p = 1, . . . , r − 1. For any sublattice Λ′ ⊂ Λ define its
spanning rectangle Q to the minimal topological rectangle containing Λ′ with boundary
consisting of curves in Γu and Γs.

Definition 5.1. T : M →M has a bounded geometry on Λ if for any cylinder Λs1,...,sr and
Q its spanning rectangle, then for all n ≤ R(Q) = R1 + . . . + Rs there exist C1 unstable
(resp. stable) foliations Un, Vn defined on all of Q with the properties:

(1) There exists λ > 1 such that for all parametrized curves τu(t) in Un, |DT k τ̇u(t)| ≥
Cλk|τ̇u(t)| (∀k ≤ n) where τ̇u(t) is the tangent vector to τu(t)

(2) For all τu ∈ Un, ∃ κ̃ > 0 such that ∀k ≤ n, curvature(T k(τu)) < κ̃.

(3) There exists λ̃ > 1, C > 0 such that for every curve τs(t) ∈ Vn and every x, y ∈
τs(t): d(T

k(x), T k(y)) ≤ Cλ̃−k (∀k ≤ n).
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It is shown in [1] that Hénon maps have a bounded geometry. Properties (1)-(3) in
Definition 5.1 will be sufficient for D′(un) to be proved in the absence of an invariant cone
field.

We say a function v : M → R has the exponential large deviations property if there
exists a strictly convex function c(ǫ) > 0 for ǫ 6= 0, c(0) = 0 such that

lim
N→∞

1

N
log µ(| 1

N
vN − v̄| > ǫ) = −c(ǫ)

where vN :=
∑N

j=0 v ◦ T j and v̄ =
∫

vdµ.

As a result of [17] the function − log |DTu(x)| satisfies exponential large deviations.

Theorem 5.1. Let T : M → M be a Hénon diffeomorphism modeled by a Young tower
with exponential decay of correlations. Then, for µ a.e. x0, the stochastic process defined
by Xn(x) = − log(d(x0, T

nx)) satisfies condition D′(un).

Remark 5.1. Theorem 5.1 holds for two-dimensional non-uniformly hyperbolic diffeomor-
phisms with the properties

(1) the log derivative log |DTu(x)| satisfies exponential large deviations.
(2) the derivative DT ∈ L1(µ).
(3) T has bounded geometry in the sense of Definition 5.1.

Proposition 5.1. Under the hypothesis of Theorem 5.1 for large enough k,

µC(Ek(ǫ)) ≤ O(1)

(√
ǫ+ k(− log ǫ)θ

√
− log ǫ + k(− log ǫ)

3
2 ǫ

√
2√

− log ǫ + e−αk

)

.

for some α > 0, 0 < θ < 1.

Proof. Consider the partition elements Ij,l,s1,...,sr defined in the proof of Proposition 3.1.

Using Condition (1) in Remark 5.1, we can conclude that |DT k
u | > (

√
λ)k for large enough

k, except on a set whose measure decays exponentially in k. Choose C > 1,C̃ > C such
that if Sk := {x : |DT k

u (x)| < C(1 + δ)} then, by bounded distortion, if I ∩ Sk 6= ∅ then

I ⊂ S̃k := {x : |DT k
u (x)| < C̃(1 + δ)} for any interval I on the tower not separated till

time k. We will bound the conditional measure of S̃k by C1e
−αk. We will consider the

following cases (where p is a random variable defined in what follows):

(1) I ⊂ S̃k,

(2) I * S̃k,

(a) |T k(I)| > δ,
(b) |T k(I)| ≤ δ,

(i) p >
√− log δ,

(A) Rl <
√− log δ,

(B) Rl ≥
√− log δ,

(ii) p ≤ √− log δ,
(A) Rl <

√− log δ,
(B) Rl ≥

√− log δ.

The collection of all I such that I ⊂ S̃k has measure smaller than that of S̃k. We now
consider the collection of all I such that I * S̃k with |T k(I)| > δ. By the construction
of I, separation does not occur until after time k. This allows us to use the bounded
distortion estimates as in Proposition 3.1 leading to a contribution of the form C ǫ

δ . The
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summary of the argument is that if J = I ∩ Ek(ǫ) then |DT k
u | > C(1 + δ) implies, by

bounded distortion, |J |
|I| < C ǫ

δ , (for perhaps a different C). By bounded distortion again

µC(Λl ∩ T−jJ) ≤ C ǫ
δµC(Λl ∩ T−jI). Summing over all I with |T k(I)| ≥ δ, over all j < Rl

and over all l gives us a bound of C ǫ
δ .

Let p = Rl − j +Rs1 + · · · +Rsr − k. We will consider two cases: p > c(δ) :=
√− log δ

and p ≤ c(δ). We know that T k(I) = T k̂(Λsr) with k̂ = Rsr − p. As in 3.1, we estimate:

(22) Ek(ǫ) ∩ T j(Λl) =
⋃

Rs1 ,...,Rsr

(Ij,l,s1,...,sr ∩ Ek(ǫ)) ⊂ T j(Λl) ∩
(

k
⋃

m=0

T−m({R > c(δ)})
)

.

In the first union we consider all sequences for which Rl +
∑r

i=1Rsi > j + k and Rl +
∑r−1

i=1 Rsi < j + k. Applying T−j and intersecting with Λl, and then summing over all l
we bound by

(23)
∑

Rl

Rl
∑

j=0

k
∑

m=0

µC(Λl ∩ T−j−m({R > c(δ)})).

We now consider two further subcases: Rl > c(δ) and Rl ≤ c(δ). If Rl < c(δ) we can
rewrite the sum in equation (23) as

∑

Rl<c(δ)

Rl−1
∑

j=0

k
∑

m=0

µC(Λl ∩ T−j−m({R > c(δ)}))

≤
∑

Rl<c(δ)

Rl−1
∑

j=0

k+c(δ)
∑

m=0

µC(Λl ∩ T−m({R > c(δ)}))

≤ c(δ)
∑

Rl<c(δ)

k+c(δ)
∑

m=0

µC(Λl ∩ T−m({R > c(δ)}))

≤ c(δ)

k+c(δ)
∑

m=0

µC(T−m({R > c(δ)}))

≤ O(1)c(δ)(k + c(δ))µC (R > c(δ)).(24)

If Rl ≥ c(δ), we bound equation (23) by

∑

Rl≥c(δ)

Rl−1
∑

j=0

k
∑

m=0

µC(Λl ∩ T−j−m(R > c(δ)))

≤
∑

Rl≥c(δ)

kRlµC(Λl)

≤ O(1)k
∑

m>
√
− log δ

mθm

≤ O(1)kθ
√
− log δ

1 .(25)
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Using the estimates in equations (24) and equations (25), we bound the estimate in
equation (23) by

∑

Rl

Rl
∑

j=0

k
∑

m=0

µC(Λl ∩ T−j−m(R > c(δ)))

≤ O(1)
(

k
√

− log δθ
√
− log δ

2 + (− log δ)θ
√
− log δ

3

)

≤ O(1)k(− log δ)θ̃
√
− log δ.(26)

We now come to our last case: p ≤ c(δ). Since

Λ = T p(T k(I)),

we must have, by bounded distortion,

(27) T k(I) ⊂
p
⋃

i=1

T−i{|DT (x)| > Cδ
−1√

− log δ }.

Let Ap :=
⋃p

i=1 T
−i
{

|DT (x)| > Cδ
−1√

− log δ

}

. The measure of the union of such intervals

I is bounded by

(28)
∑

Rl

Rl
∑

j=0

k
∑

m=0

µC(Λl ∩ T−j−m(Ap)).

Again, we break this estimate up using Rl > c(δ) and Rl ≤ c(δ). As done for equation
(23) we get the estimate

O(1)
(

k
√

− log δµC(Ap) + (− log δ)µC(Ap) + kθ
√
− log δ

1

)

.(29)

By using Markov’s inequality, we estimate the measure of Ap to be smaller than
√

− log δδ
1√

− log δ .

Using all these estimates in equation (28) we get

O(1)
(

k(− log δ)δ
1√

− log δ + (− log δ)
3
2 δ

1√
− log δ + kθ

√
− log δ

1

)

≤ O(1)
(

k(− log δ)
3
2 δ

1√
− log δ + kθ

√
− log δ

1

)

.

Collecting all our estimates, we get

µC(Ek(ǫ)) ≤ O(1)
( ǫ

δ
+ k(− log δ)θ

√
− log δ + k(− log δ)

3
2 δ

1√
− log δ + e−αk

)

.

Letting δ =
√
ǫ we get

µC(Ek(ǫ)) ≤ O(1)

(√
ǫ+ k(− log ǫ)θ

√
− log ǫ + k(− log ǫ)

3
2 ǫ

√
2√

− log ǫ + e−αk

)

.

�
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Proposition 5.2. Under the hypothesis Theorem 5.1, for k large enough,

µ(Ek) ≤ O(1)(log k)20e−α̃
√

log k

for some α̃ > 0.

Proof. Since − logDTu is Hölder, it satisfies exponential large deviations with a rate func-
tion [17]. We use large deviations to control the growth of − logDTu. We begin by noticing

that µ(Ek) ≤
∑(log k)5

j=1 µ(Ej(1/k)). The estimate for the measure of Ej(ǫ) is not available
for small j, so we find a j∗ such that the estimate holds for all j ≥ j∗, and for each j < j∗
we choose rj such that jrj > j∗. We wish to show that for small j, Ej(ǫ) ⊂ El(δ) with
l ≥ j∗ and δ = δ(DT, l, ǫ).

From the large deviations estimate we conclude that for large enough jrj ,

1

jrj
log µ





∣

∣

∣

∣

∣

∣

1

jrj

jrj−1
∑

s=0

logDTu(T sx) − λ

∣

∣

∣

∣

∣

∣

> ǫ



 = −c(ǫ)

from where it follows that
∣

∣

∣

∣

∣

∣

1

jrj

jrj−1
∑

s=0

logDTu(T sx) − λ

∣

∣

∣

∣

∣

∣

≤ ǫ

except on a set A with µ(A) ≤ Ce−c(ǫ)jrj . On the set Ac we have
∣

∣

∣

∣

∣

∣

jrj−1
∑

s=0

logDTu(T sx) − jrjλ

∣

∣

∣

∣

∣

∣

≤ ǫjrj

which implies that

ejrj(λ−ǫ) ≤

∣

∣

∣

∣

∣

∣

jrj−1
∏

s=0

DTu(T s(x))

∣

∣

∣

∣

∣

∣

= |DT jrjx| ≤ ejrj(λ+ǫ).

If x ∈ Ej(ǫ) ∩Ac, then

|x− T jrjx| ≤ ǫ

rj−1
∑

s=0

|DT sj| ≤ ǫ(rj − 1)M jrj

where M = eλ+ǫ. It follows that Ej(ǫ) ∩Ac ⊂ Ejrj(ǫ(rj − 1)M jrj ).
Hence,

µ(Ej(ǫ) ∩Ac) ≤ µ(Ejrj(ǫ(rj − 1)M jrj )).

We will choose jrj ≈
√

log k and ǫ = 1
k . Then

− log(ǫ(rj − 1)M jrj ) = O(log k)

which implies that there exist η > 0 such that
√

ǫ(rj − 1)M jrj ≤ k−η. Further, since,

xθ
√

x ≤ θ
1
2

√
x for x≫ 1,

√

log kθ(−
1
2

log( 1
k

log kM
√

log k))
1/2

≤
√

log kθO(1)(log k)1/2
.

The third term in the estimate from Proposition 5.1 can be rewritten as

(− log z)
3
2 e−

√
−2 log z
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where z = 1
k log kM

√
log k, and by the choice of out sequence jrj and ǫ we get

(log k)
3
2 exp(−

√

2 log k).

Therefore, we get

(30) µ(Ej(1/k) ∩Ac) ≤ k−η +
√

log kθO(1)(log k)1/2
+ (log k)

3
2 e−

√
2 log k + e−α

√
log k

This estimate was required to account for j ≤ j∗. For j > j∗ we get the direct estimate

µ(Ej(1/k)) ≤ O(1)

(

1√
k

+ j(log k)θ
√

log k + j(
√

log k)
3
2 e−

√
2 log k + e−α

√
log k

)

.

Hence

µ(Ek) =

(log k)5
∑

j=1

µ(Ei(
1

k
)) ≤ O(1)







(log k)5

kη
+ (log k)

11
2 θO(1)(log k)

1
2 +

(log k)
15
2 e−

√
2 log k + (log k)5e−α

√
log k






+ µ(A)

and so, for some constant α̃ > 0, we get

µ(Ek) ≤ O(1)(log k)20e−α̃
√

log k.

�

The remainder of the proof of Theorem 5.1 follows that of Theorem 3.1 without further
modification.
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