Math 6320 Functions of a Real Variable Fall 2015
Dr. Vaughn Climenhaga, PGH 665

HOMEWORK 5

Due in class Fri, Sep. 25. ‘

1. Folland, 1.28. Let F be increasing and right continuous, and let pp be
the associated measure. Then up({a}) = F(a) — F(a—), ur([a,b)) =
F(b—) — F(a—), pp([a,b)) = P(b) — Fla—), and pr((a,b)) = F(b—) —
F(a). Here F(x—) = lim, ,,- F(y).

2. Folland, 1.31. f E € L and m(F) > 0,theset E—E ={zx—y|xz,y €
E} contains an interval centered at 0. (If I is an open interval as in
Exercise 30 with o > 2, so m(E N 1) > am(I), then E — E contains
(=z3m(I),5m(1)).)
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3. As in the lecture, let S be a finite set with d elements, and X =
SN the space of infinite sequences of symbols from S, with d(z,y) =
2~ min{nlza7yn} ~Recall that given a word w € S™, we write |w| = n, and
(w] = {x € X | & = w; for all 1 < i < n} for the cylinder defined by
w.

The shift map on X is 0: X — X defined by o(xjzews---) =

Towsxy---. A Borel measure p on X is said to be o-invariant if

(o™ E) = u(FE) for every Borel set £ C X. Prove the following.

(a) For every probability vector p, the Bernoulli measure u defined by
pw] = [T pw, is o-invariant.

(b) If z € X is a periodic sequence (there is k such that x,.x = x,

for all n € N), then the measure pu = %Zf;ol dgip 18 o-invariant,
where 0, is the point mass at y defined by

0 otherwise.
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(c) Given a probability vector m and a d x d matrix P whose rows
are probability vectors, recall that the Markov measure defined
by (m, P) is given by ulw| = m,, H‘Zi‘fl Piw;,,- Prove that this
measure is o-invariant if and only if 7 is a left eigenvector of P
with eigenvalue 1; that is, iff 7P = 7.
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4. Let X be as in the previous problem and let ;4 be a o-invariant measure.
Consider for each n € N the number
Hy(p) =Y —pfw]log pfw].
weS"

(a) Prove that Hpin(pt) < Hp(p) + Hy(p) for every m,n € N; that
is, the sequence {H, (1)}, is subadditive.

(b) Prove that if a, is any subadditive sequence (ayin < apm + ay),
then lim,,_,oo %an exists and is equal to inf,, %an.

(c) The previous two parts show that the limit lim,, %Hn (u) exists
for any p. Denote this limit by h(u); this is called the (Kolmogorov—
Sinai) entropy of pu. Prove that if p is a Bernoulli measure given
by a probability vector p, then h(u) = Z?Zl —p; log p;.



