Midterm Exams: If you did not take your exam

through CSD, then you can email
Lyﬂores@math.uh.edawith the subject line "Please

send me my graded midterm." Include your name and
‘peoplesoft ID in the body of the email.

Recall: Linear Systems of Equations

Solution Process Via Elementary Row Operations
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Homogeneous vs Nonhomogeneous
Linear Systems
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27. For what values of a does the system

r+ay—22=0
20 —y—2=0

have nontrivial solutions?
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2x, +3x, +3x, —x, =2 1. all leading entries are 1.
2. zeros above and below
leading entries.

3. leading entries in a row
are to the right of the leading
entries in the rows above.
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\ Motivating Example:

x —2x, +4x, +x, =—1
—x, +3x;, +2x, =1



The augmented matrix is OR2 + (DRI = R1 gives
2

C 2, 3,3, -1, 2 , 0, 18/7, 1/7, 1/7;
11, -(2), 431, é -11; 1. =507, -3/7. 47
- ; .0, 6@ 15/7, 8/7;
R1 <>R2glves 7/39)R3 > R3 gives
-2 4, 1, -1

: 0, 17, 1/7;
1, -3/7, 417,
0, 1, 5/13, 8/39;
/7)R3 + (1)R2 >R2 gives
0, 18/7, 177, 1/7;
, 1, 0, -2/13, 28/39;
0, 1, 5/13, 8/39;
7)R3 +(1R1 >
1113, -5/13;

0, 3, 2, 1;
(-2)R1 + (1)R2 > R2 gives
1, 2, 4, 1, -1
0. 7, -5, -3, 4
-1, 0, 3, 2, 1;
()R1 + (1)R3 > R3 gives
1, 2, 4, 1, -1;
0,(7)-s5, -3, 4
0, 2, 7, 3, 0;
(1/7)R2 -> R2 gives
1, -2, 4, 1, -1;
0, 1, -5/7, -3/7, 4/7,
0,(-2) 7, 3, o;
(2)R2 + (1)R3 -> R3 gives
1, 4, 1, -1;
0, 1, -5/7, -3/7, 4/7;
0, 0, 39/7, 15/7, 8/7;
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Row Reduced Echelon Form
(RREF)

. The first nonzero entry in each row (if there is one) is 1.
(These are called leading entries.)

. The leading entry in a row is to the right of a leading entry in a row
above.

. The entries above and below leading entries are all 0.



Examples: Which of the following augmented matrices are in

RREF?
e
1@3-12 S
010 1 -1 KJ O
000 0 0 .
Vil MQMW(_L
1 03 0 2
0101 -1 IJO
0010 0 —
2 0 -2
00(1)1 Mes
000 0 —



Example:

The RREF of the augmented matrix for the linear system
—x, +3x,+x,—x, ——4
—3x, +8x, +4x, —3x, =14
dx, —11x, —6x,+7x, =20

1s

3002
Solve the system. 2
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When you multiply the
identity matrix by another
matrix, you get the other

matrix.
C In — Q_;
. D =D
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The product is a linear combination of the 3 columns in
the matrix.



Important Note: You can only solve Ax=»5 if b isa
linear combination of the columns of A4.



A Vacto s Each vectbrir 1< waxl.
\ Definition

Let ¢ ,...,E,. e R™. The set {En ,...,En} 1s linearly independent

—

if and only if x c1 +...+x,¢, =0, with x, € R, implies x, =0
L________,___j [{ 1
for all i =1,...,n. Othcrwisc, we say the sct 18 lincarly

dependent.

l.e. the columns of a matrix A are linearly independent if and only if
the only solution to Ax =0 is the trivial solution. Otherwise, the
columns of A are linearly dependent.



Question

How is lincar indcpendence related to solving Ax =07

l.e. the columns of a matrix A are linearly independent if and only if
the only solution to Ax =0 is the trivial solution. Otherwise, the
columns of A are linearly dependent.
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Determine whether the set 1s linearly

independent.
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Determine the value(s) of ¢ so that “2 }{ 1 }[1} 1s linearly
1 0 1

independent.

— | -2cC C
[ o P\ = > l =
\ \
. (éuﬂa qu Y AKUMine
5 gg\v‘l— A?C = 0 fias 6‘(
<o) 'ng
~ -?.C, C O " )
i~ \ — | O
i k 0 \ O
2R Q>R -=2C C O U<

RvRL SR, D -'-fc.’r\ 2C- | O
v\ O /

(2¢) R~ (- ‘*C*"BR%—* R~

N
Crmla P N -2C — O
= k 2¢c- 9
~Yc+1# 0 o et

— O —sc+\ | ©
Lo o =

— b - -5C +|
2 (21 L (qer YERY = geToze HeToqe v v







EMCF06

-1 -2 1
1. Determine whether the set {(—2) , (—1) ) (—3)]
1 0 1
rshgcarly independent or lincarly dependent. -\
a. ligearly independent _ ( _ 2}., - 73

b. linearly dependent

c. there 1s not enough information
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Determinants
How do we take the determinant of a 1x1 matrix?

dot (a) =2 Tucr o oty

How do we take the determinant of a 2x2 matrix?

dok (© g ) = adobe

How do we take the determinant of an nx»n matrix?

R, Q. L Ql)n
A 7(0’m> - (a?‘ “ G\ ek el
a,

| Q;m- T Raa W‘O \.l cajf
All of the following give the same
value.
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Compute the determinant of 4 = L—

2 different ways.




Questions (cont.)

Is there a geometric interpretation of the
determinant of an nxn matrix?
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Question

How do elementary row operations effect the
determinant of a matrix?



Question

How is the determinant of a matrix related to the
determinant of the transpose of the matrix? Of
the inverse of the matrix (if it exists)?



Question

Suppose A and B are nxn matrices and a is a
scalar. Determine which of the following are
true:

. det(A + B) = det(A) + det(B)
- det(A B) = det(A) det(B)
. det(c A) = o det(A)



Questions (cont.)

How is the idea of determinant related to linear
independence?



Definition

An nxn matrix A is nonsingular if and only if
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2. Give the determinant of (

-1



Eigenvalues and Eigenvectors

Definition — Part 1

xR

Suppose 4 € R, We say that a number A e R

1s a real eigenvalue of 4 if and only if there is a nonzero
vector x € R” so that 4x = Ax. In this case, the vector
x 1s referred to as an eigenvector associated with the real

eigenvalue A.



Definition — Part 2

Suppose 4 € R™™. We say that a number A € C withim(A4)=0
is a complex eigenvalue of 4 if and only if there is a nonzero

vector x € C" so that 4Ax = Ax. In this case, the vector
x 1s referred to as an eigenvector associated with the complex

eigenvalue A.



Question: How do we find the eigenvalues
and associated eigenvectors of a real square
matrix 4?

Definition: Characteristic Polynomial



Example

Find the eigenvalues and associated eigenvectors

_ 2 1
for the matrix A= .
1 2
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-1 2
3. Give the smallest eigenvalue of the matrix (2 J.

3 2
4. Give the largest eigenvalue of the matrix [0 2}



Example

Find the eigenvalues and associated eigenvectors

. 1 1
for the matrix A—[_l _J .



Example

Find the eigenvalues and associated eigenvectors
2 -2 1
for the matnx 4= 1 -1 1
-3 2 -2



